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Artificial Intelligence: Applicability, risk analysis,

and innovation mode upgrading

CHEN Xiao-Ping
(Computer School, University of Science and Technology of China)

Abstract: Ethics and governance of Artificial Intelligence (AI) are explored from two aspects in this

paper.  The  first  aspect  is  from  the  applicability  of  the  existing  AI  achievements—the  closedness,

which  requires  that  the  application  scenarios  should  be  closed  and  implies  that  the  remarkable

capabilities of the existing AI technology is not completely obtained through autonomous learning. This

study also shows that the ethical problems which are widely concerned such as that of user privacy are

due to the lag of code of practice, the ethical non-closedness in the traditional design paradigm and the

insufficient  ability  to  predict  long-term effects.  The  second  aspect  is  from the  external  mechanism of

technology application, Schumpeter’s innovation, whose inherent limitations are the deep cases of many

ethical risks and restrict the application of AI technology in major social problems, as revealed in this

paper for the first time. Based on the analysis of the trend of upgrading from Schumpeter’s innovation to

Gong-Yi  innovation,  some  ways  to  construct  the  dynamic  mechanism  of  Gong-Yi  innovation  is  put

forth. In addition, a solution to the plight of aged care is proposed to illustrate the tremendous potential

and effectiveness of Gong-Yi innovation in creatively solving major social problems.

Keywords: AI ethics and governance, applicability of AI technology, innovation mode upgrading,

Gong-Yi innovation, dynamic mechanism of innovation
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